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This work demonstrates the possibility to use artificial neural networks (ANN) for the classification of
white varietal wines. A multilayer perceptron technique using quick propagation and quasi-Newton prop-
agation algorithms was the most successful. The developed methodology was applied to classify Slovak
white wines of different variety, year of production and from different producers. The wine samples were
analysed by the GC–MS technique taking into consideration mainly volatile species, which highly influ-
ence the wine aroma (terpenes, esters, alcohols). The analytical data were evaluated by means of the
ANN and the classification results were compared with the analysis of variance (ANOVA). A good agree-
ment amongst the applied computational methods has been observed and, in addition, further special
information on the importance of the volatile compounds for the wine classification has been provided.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Artificial neural networks (ANN) are used more and more fre-
quently in chemistry (Gasteiger & Zupan, 1993). They have been
applied in the authors’ groups for various purposes, e.g. optimisa-
tion (Dohnal, Farková, & Havel, 1999; Farková, Peña-Mendez, & Ha-
vel, 1999; Havel, Madden, & Haddad, 1999; Havel, Peňa, Rojas-
Hernández, Doucet, & Panaye, 1998; Havliš, Madden, Revilla, & Ha-
vel, 2001; Pokorná, Revilla, Havel, & Patočka, 1999), quantification
of unresolved peaks (Bocaz-Beneventi, Latorre, Farková, & Havel,
2002; Dohnal, Li, Farková, & Havel, 2002), estimation of peak
parameters, estimation of model parameters in the equilibria stud-
ies (Havel, Lubal, & Farková, 2002), etc. Pattern recognition and ob-
ject classification is also an important application area for the ANN
(Ball et al., 2002; Fidencio, Ruisanchez, & Poppi, 2001; Sanni, Wag-
ner, Briggs, et al., 2002).

A number of authors deal with the classification of wines
(Almela, Javaloy, Fernandez-Lopez, & Lopez-Roca, 1996; Cliff & De-
ver, 1996; De la Presa-Owens & Noble, 1995; Gonzalez, Mendez,
Sanchez, & Havel, 2000; Noble & Shannon, 1987). Varietal wines
have been classified in terms of amino acid profiles (Etiévant, Sch-
lich, Bouvier, Symonds, & Bertrand, 1988; Vasconcelos & Chaves das
Neves, 1989) or organic acid profiles (Etiévant, Schlich, Cantagrel,
Bertrand, & Bouvier, 1989), protein fractions (Almela et al., 1996;
ll rights reserved.
Larice, Archier, Rocheville-Divorne, Coen, & Roggero, 1989; Pueyo,
Dizy, & Polo, 1993), traditional analytical parameters of wine (acids,
ethanol, fructose, phenolic compounds, pH, etc.) (Almela et al.,
1996; Cliff & Dever, 1996; Moret et al., 1980) and descriptive anal-
ysis (De la Presa-Owens & Noble, 1995; Dumont & Dulau, 1996; No-
ble & Shannon, 1987). However, the most common way to classify
varietal wines is by monitoring the content of volatile aroma com-
pounds mainly by employing gas chromatography and a subse-
quent application of various statistical methods (De la Calle
Garcia, Reichenbaecher, & Danzer, 1998; Ferreira, Fernandez, & Ca-
cho, 1996; Lozano, Santos, & Horrillo, 2005; Medina, 1996; Rapp &
Guentert, 1985; Rapp, Guentert, & Heimann, 1985; Rapp, Suckrau, &
Versini, 1993). Classification of wines by variety was described also
in further papers (García et al., 2006; Lozano et al., 2006). However,
the wine classification by other criteria, e.g. by geographical origin
has also been described (Ballabio, Mauri, Todeschini, & Buratti,
2006; Capron, Smeyers-Verbeke, & Massart, 2006). In this work
we have studied the possibility to use the ANN for the classification
of Slovak white varietal wines with the aim to classify wines by dif-
ferent variety, producer/location and the year of production.

2. Materials and methods

2.1. Chemicals, samples and instrumentation

All used reagents were of analytical grade and all dilutions and
sample preparations were made using deionized water (Milli-Q
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water purification system, Millipore, MA, USA). The following types
of varietal wine samples were used: Welsch Riesling, Gruener Velt-
liner and Mueller Thurgau, all of vintage 1996, 1997 and 1998.
The wine samples came from five producers located in West and
South West Slovakia, namely in (a) Nitra, (b) Veľký Krtíš, (c) Pezi-
nok, (d) Dvory nad Žitavou, and (e) Modra. The samples originated
from the last mentioned producer were used only partly.
2.2. Isolation of volatile aroma compounds

Wine (10 mL) was pipetted into a conical screw-cap test tube,
then 4.2 g of ammonium sulfate, 100 lL of 1,1,2-trichloro-1,2,2-tri-
fluoroethane (Freon F113) and 10 lL of geranyl butanoate standard
solution in F113 (c = 10 mg/mL) were added. The tube content was
shaken intensively by a laboratory shaker for 1 h and then centri-
fuged at 1900 rpm for 15 min. The organic layer was then removed
by a micro syringe and directly analysed by gas chromatography.
2.3. Gas chromatography with mass spectrometric detection

A Hewlett Packard HP 5890 II gas chromatograph with a Hewlett
Packard HP 5971A mass selective detector was used for the GC–MS
analysis. Sample injection was made using the splitless mode; the
injected freon extract volume was 0.6 lL. A fused silica DB-WAX
capillary column (30 m � 0.32 mm � 0.25 lm) was employed with
the following temperature programme: 35 �C (0.5 min), 4 �C/min,
220 �C. Helium was used as the carrier gas (linear velocity
25 cm s�1). The ionisation energy was 70 eV. The selected com-
pounds were identified by comparing the spectral pattern with
the NIST05 MS spectral database or using reference materials and
published retention indices (Jennings & Shibamoto, 1980; Kondjo-
yan & Berdagué, 1996). Further instrumental details are described
in (Petka, Farkas, Kovac, Balla, & Mocak, 2000; Petka et al., 1999).

Twenty-six volatile aroma compounds were originally analysed
for two sets of wine samples containing three wine varieties from 4
or 5 different producers. Altogether 36 wine samples were ana-
lysed for three vintages in the first data set (four producers, one
sample for the given variety, vintage and producer) and 87 samples
(five producers, two samples for the given variety, vintage and pro-
ducer, with three exceptions) were analysed in the second data set.
The choice of the volatile aroma compounds is generally influenced
by the grape type and not much by the fermentation process.
Hence, the data tables should have contained 36 � 26 or 90 � 26
data (rows � columns) but due to several reasons, the obtained
data were not fully complete. As for our way of data processing a
complete data table is needed, only 19 (first data set) or 20 (second
set) variables involving the concentrations of volatile aroma com-
pounds in the table columns were used – those, which are sur-
veyed in Table 1.
Table 1
Analysed volatile aroma compounds in Slovak white wines

Code Typea Compound

v1 E Ethylhexanoate
v2 A (E)-3-Hexen-1-ol
v3 A (Z)-3- Hexen-1-ol
v4 A (E)-2-Hexen-1-ol
v5 E Ethyl 2-hydroxy-3-methylbutanoate
v6 T (E)-Furan linalool oxide
v7b T Neroloxid
v8 T (Z)-Furan linalool oxide
v9 E Ethyl 3-hydroxy-butanoate
v10 T Linalool

a Variable type: T, terpene; E, ester; A, alcohol; C, carboxylic acid.
b In the first part of the study this compound was not included so that only 19 variab
2.4. Artificial neural networks

Since the theory of the ANN is well described in monographs
(Gasteiger & Zupan, 1993; Kvasnička et al., 1997; McClelland &
Rumelhart, 1988) and scientific literature (Farková et al., 1999; Ha-
vel et al.,1998, 2002) only a short description of the ANN principles
will be given. The use of the ANN for data processing can be char-
acterised by analogy with biological neurons. The artificial neural
network itself consists of interconnected neurons situated in an in-
put layer, one or more hidden layer(s) and an output layer. The in-
put neurons receive the input data characteristic for each
observation, the output neurons provide predicted value or pattern
of the studied objects. In most cases, the ANN architecture consists
of two active layers – one hidden and one output layer. The neu-
rons of two adjacent layers are mutually connected and the impor-
tance of each connection is expressed by weights.

The role of the ANN is to transform the input information into
the output one. During the training process the weights are cor-
rected so as to produce output values as close as possible to the de-
sired (or target) values. The propagation of the signal through the
network is determined by the weights associated to the connec-
tions between the neurons, which represent the synaptic strengths
in biological neurons. The goal of the training step is to correct the
weights wij so that they will give a correct output vector y (as close
as possible to the known target vector d) for the input vector x
from the training set. After the training process has been com-
pleted successfully, it is hoped that the network will give a correct
prediction for any new object xn, not included in the training set.

The hidden xi and the output yi neuron activities are defined by
the relations

xi ¼ tðniÞ or yi ¼ tðniÞ; ð1a;bÞ

ni ¼
Xp

j¼1

wijxj þ mi; ð2Þ

where j = 1, . . . ,p concern neurons xj in the previous layer which
precede the given neuron i. ni is the net signal – the sum of the
weighted inputs from the previous layer, mi is the bias (offset), wij

is the weight and t(ni) is transfer function, described by the threshold
logic function, sigmoid function or hyperbolic tangent function
(Otto, 1999, chap. 8.2). The most common sigmoid function is of
the form

tðniÞ ¼
1

1þ e�kni
; ð3Þ

where k is a constant.
The aim of the neural network training is to minimise the error E

by changing the weights and offsets

E ¼
Xr

i¼1

Ei ¼
Xr

i¼1

ðyi � diÞ2; ð4Þ
Code Typea Compound

v12 T a-Terpineol
v16 T Citronellol
v18 E 2-Ethylphenylacetate
v19 T Geraniol
v20 T 3,7-Dimethyl-1,5-octadien-3,7-diol
v22 A 1-Hexanol
v23 E Diethyl succinate
v24 C Hexanoic acid
v25 A Benzyl alcohol
v26 A 2-Phenylethanol

les were used.
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where r is the number of the input–output vector pairs in the train-
ing set, di is the respective component of the required output vector
and yi is the response to the adequate component xi of the input
vector. The error E is minimised most often by the steepest descent
method or another gradient method. The described theory is valid
mainly for the multilayer perceptron algorithms like back propaga-
tion, quick propagation and quasi-Newton, with some differences in
details.

The ANN calculations were made using Trajan 4.0 software
package (Trajan Software, 1999). Usually the default settings of
Trajan software were used but for the final network adjustment
the Jog Weights procedure was applied, which adds a small ran-
dom quantity to each weight to help the training algorithm go
out of a local minimum. For comparison purposes a non-hierarchi-
cal one-way-ANOVA as well as three discriminant techniques was
used – linear discriminant analysis, quadratic discriminant analysis
and the Kth nearest neighbour (Khattree & Naik, 2000). They
should bring light on the classification process from a different
angle.

3. Results and discussion

3.1. Building neural networks

Thirty-six wine samples of three varieties, produced by four
producers in the course of three years (three vintages) character-
ised by 19 finally accepted variables (representing the concentra-
tions of the volatile, aroma-creating compounds) have been used
in the training process. The wine samples were classified using
the ANN techniques according to the following criteria: (a) variety
(three classes: Riesling, Veltliner and Mueller), (b) producer (four
classes: Nitra, Krtis, Pezinok and Dvory), and (c) vintage (three clas-
ses: 1996, 1997 and 1998).

During the training step numerous networks with different
architectures were examined. Since the number of input neurons
as well as output neurons were set by the number of variables
(19) and number of classes (three for variety as well as vintage,
four for the producer), respectively, the network selection was
based on the appropriate selection (a) of the number of hidden lay-
ers in multilayer perceptrons, (b) the number of hidden neurons in
the network. The key decision on the number of hidden layers was
made by Trajan’s Intelligent Problem Solver. By the Solver a variety
of algorithms for different network types are automatically tested
and the best alternatives are determined. The Solver was applied
separately for each of the three classification problems and it
was found in all cases that the best network type is the three-layer
multilayer perceptron (3-MLP), i.e. that with one hidden layer.

The number of hidden neurons, Nh, was found by examining
several types of the 3-MLP with regard to the corresponding final
root mean squared (RMS) error. The optimal number of hidden
units was found according to the break on the RMS vs. Nh depen-
dence for all studied problems. Decision about the network design
was set for the corresponding training sets but not individually for
each validation set in the leave-one-out procedure.

Amongst several applied perceptron learning algorithms the
lowest RMS error was reached by a combination of quick propaga-
tion (QP) (Fahlman, 1988) and quasi-Newton (QN) (Bishop, 1995)
methods. The learning process was initialised by the QP algorithm
and then, after reaching the RMS error value of about 10�3, it con-
tinued by using the QN algorithm. The number of epochs (iterative
adjustment of optimum weights and thresholds for the entire
training set) was ca. 300 when using QP and ca. 10,000 for QN. Nei-
ther QP or QN algorithms used alone nor the back propagation (BP)
algorithm were as successful as the mentioned QP and QN combi-
nation. The main difference between the most common BP and
more advanced QP or QN algorithms is in the weight updating pro-
cedure. Whereas BP calculates the local gradient of each weight
with respect to each case (analysed object, e.g. a wine sample)
and adjusts the network weights after each training case, QP or
QN works out the average gradient of the error surface across all
cases, before updating the weights once at the end of the epoch
(the epoch is a single pass through the entire training set). The
use of the fast converging QN algorithm after the QP one eliminates
danger of its lesser numerical stability, e.g. a possible convergence
to a local minimum.

3.2. Classification of wines of different variety, producer and the year
of production

The samples of three white wine varieties were classified by
means of the network and algorithms described in the previous
paragraphs. The optimal network performance was found for the
ANN architecture 19-2-3. Under the described conditions of the
training session all 36 samples of the training set were successfully
classified, i.e. a 100% classification success was recorded.

Validation of the applied neural network should be based on an
independent test set of wine samples. However, due to a relative
small number of available wine samples the leave-one-out (jack
knife) validation technique was applied. Thirty-six couples of the
training and test sets were created in such a way that 35 samples
created the training set and the remaining single sample created
the given test set, so that each wine sample was used just once
as the test set. This sample arrangement enabled to perform 36
independent test sample evaluations by which a 69.4% success in
the classification according to variety was recorded. This result is
far above the 33.3% limit – the classification success corresponding
to random classification using three classes.

Validation of the wine classification according to the producer
and vintage was performed by the described leave-one-out tech-
nique in a similar way. The calculated success of classification
was 69.4% for the producer and 80.6% for the vintage classification
criteria. The classification according to vintage is relatively even
more successful taking into consideration only a 25% success ex-
pected by a random classification into four classes.

3.3. Feature selection, detection of the best variables for the used
classification criterion

The importance of an individual variable, i.e. the concentration
of a selected volatile compound, is different and is dependent on
the used classification criterion – variety, producer and vintage.
Therefore the detection of the most useful variables for the wine
classification according to the respective criterion brings new
chemical information on the classified wines. Such a process is
generally called feature selection. The main aim of such a selection
procedure is the elimination of redundant variables thus avoiding
problems with overfitting in the ANN application.

Feature selection can be implemented in the ANN (Trajan Soft-
ware, 1999) in several ways: (1) forward feature selection, (2)
backward feature selection, (3) the application of the genetic algo-
rithm, (4) the application of the sensitivity based techniques (Sen-
sitivity Analysis, Weigend Regularization) and (5) the reduction of
variables by principal components analysis, usually combined with
the use of the autoassociative networks (the last way is known as a
feature reduction process). We have used the first two ways, which
are frequently used in multivariate data analysis, e.g. in discrimi-
nant analysis or logistic regression; the forward and backward fea-
ture selection algorithms add or remove a variable one at a time,
starting with zero and a full number of variables, respectively. Even
though we have used both of them, a better results reproducibility
was found for the backward selection. That is in accord with a gen-
erally known observation that the forward selection may miss key
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variables if they are interdependent, as is true in our case (the re-
sults of correlation analysis have revealed five pairs of variables
with the correlation coefficient rij above 0.9 and further nine pairs
with rij > 0.8). Finally, it is also in accord with the rule that, gener-
ally, backward selection is to be preferred if there are a small num-
ber of variables, say, twenty or less (Trajan Software, 1999).

Table 2 shows the ranks of the most important variables de-
tected by the backward selection process for all three kinds of
the wine classification. The table shows the most influencing seven
variables for each classification criterion. In addition, the achieved
ranks of the best variables are then compared with the variable
ranking obtained by ANOVA (ranks in parentheses). Some of the
used variables are highly correlated (which was proved by large
values of the pair correlation coefficients) and it influenced the
way of the variable elimination in the backward selection process
applied in ranking variables in the ANN but not in ANOVA. There-
fore the same ranking cannot be expected, even though many con-
cordant results were obtained. Discordant ranks, i.e. when some
variables of the seven best ANN variables are not included amongst
the seven best ranked by ANOVA, are highlighted in Table 2. Such
behaviour was observed in six cases out of 21 and the respective
ranks are mostly not very distant.
Table 2
ANN classification of white wines

Rank of the best variables White wine classification according to

Variety P

1 v12 Ta (1)b v
2 v10 T (3)b v
3 v2 A (7)b v
4 v25 A (9)c v
5 v6 T (2)b v
6 v16 T (10)c v
7 v19 T (6)b v
Resume 5 Terpenes

2 Alcohols

Best variables selected by the backward feature selection procedure and compared with
a Variable type: T, terpene; E, ester; A, alcohol; C, carboxylic acid, further details are
b Agreement with the rank (in parenthesis) found by the one-way-ANOVA, crossed

variables found by ANOVA).
c Disagreement with the rank found by the one-way-ANOVA (highlighted). ANOVA ra

Table 3
Non-hierarchical one-way-ANOVA: p-values and corresponding ranks of the volatile aroma

Code Type ANOVA, p-valuea

Variety Producer

v1 E 0.105 c2.33 � 10�7

v2 A c0.00093 c0.288
v3 A 0.291 c0.00001
v4 A 0.0658 c0.00017
v5 E 0.415 c0.00175
v6 T c1.65 � 10�6 0.417
v8 T c0.00013 0.446
v9 E 0.0513 0.218
v10 T c1.72 � 10�6 0.964
v12 T c1.43 � 10�7 0.17
v16 T c0.0105 c0.00252
v18 E c0.0196 c0.00022
v19 T c0.00061 0.725
v20 T c0.00052 0.216
v22 A c0.00103 c0.00001
v23 E 0.537 c2.93 � 10�10

v24 C 0.865 c0.00029
v25 A c0.00167 c0.00261
v26 A 0.129 c0.00384

a The p-value expresses the probability that the variable is insignificant for the classifi
large significance of the variable whose code is given in the first column.

b Rank of the variable according to the ANOVA p-value for three kinds of wine classifi
c Significant with the the probability P equal or larger than 95%; P = 100(1 � p).
Very interesting from the chemical viewpoint is the type of the
best variables for individual classification criteria. It is clear that
the selected terpenes are most influential for wine classification
by variety. On the contrary, terpenes are unimportant for the two
remaining ways of classification for which the selected esters and
alcohols are important. The wine classification by producer is
mostly influenced by the selected esters and the selected alcohols
are most influencing for the vintage classification.

3.4. Ranking of variables according to their importance by ANOVA

Importance of the individual volatile, aroma compounds in
wine has been ranked also by analysis of variance (ANOVA). Rank-
ing by ANOVA was made individually for each of the 19 selected
variables so that the calculation by this approach regards espe-
cially the considered variable and is independent of other vari-
ables. The lower the p-value found by ANOVA, the larger the
importance of this variable for the given type of classification.
The same three classification criteria were used as in the previous
ANN classification. The results are shown in Table 3.

Terpenes represent the most important variables for classifying
white wine samples according to variety. Six of seven terpenes are
roducer Vintage

23 E (1)b v2 A (3.5)b

18 E (6)b v22 A (1)b

2 A (15)c v24 C (6)b

5 E (8)c v4 A (2)b

1 E (2)b v9 E (9)c

24 C (7)b v26 A (3.5)b

25 A (10)c v1 E (7)b

4 Esters 4 Alcohols
2 Alcohols 2 Esters
1 Carboxylic acid 1 Carboxylic acid

the ANOVA results (ranks in parentheses).
in Table 1.
model (best seven variables in the ANN classification compared to the best seven

nking details are shown in Table 3.

compounds selected for wine classification according to variety, producer and vintage

ANOVA, rank of the variableb

Vintage Variety Producer Vintage

c0.00066 14 2 7
c0.00001 7 15 3.5
c0.0841 16 3.5 14
c1.68 � 10�7 13 5 2
c0.02797 17 8 11
c0.00166 2 16 8
c0.0688 4 17 13
c0.00169 12 14 9
0.413 3 19 16

c0.00926 1 12 10
0.439 10 9 17
0.504 11 6 18
0.874 6 18 19
0.135 5 13 15

c3.04 � 10�8 8 3.5 1
c0.00018 18 1 5
c0.00042 19 7 6
c0.0449 9 10 12
c0.00001 15 11 3.5

cation according to variety, producer and vintage, respectively. A low value means a

cation; the best rank is given by the lowest p-value.



Table 5
Selection of wine samples creating the data test set and classification performance by
ANN for three different classification criteria

Variety Year Producer Sample Sample no.

RV 98 Nitra a 60
RV 97 Velky Krtis b 33
RV 96 Pezinok a 5
RV 98 Dvory b 67
RV 97 Modra a 38
VZ 96 Nitra b 12
VZ 98 Velky Krtis a 72
VZ 97 Pezinok b 45
VZ 96 Dvory a 17
VZ 98 Modra b 79
MT 97 Nitra a 50
MT 96 Velky Krtis b 23
MT 98 Pezinok a 84
MT 97 Dvory b 57
MT 96 Modra a 28

Network Correct/total Performance (%) Eliminated variables

Classification criterion: Vintage
20 � 8 � 3 15/15 100.0 –
14 � 8 � 3 15/15 100.0 v3 v6 v8 v10 v25 v26

Classification criterion: Producer
19 � 11 � 5 15/15 100.0 v19
17 � 11 � 5 15/15 100.0 v12 v19 v20

Classification criterion: Variety
15 � 5 � 3 14/15 93.3 v1 v7 v8 v16 v24
20 � 11 � 3 14/15 93.3 –

Note: 20 variables (compound signals) were used when no one was eliminated.

Table 6
Classification performance by the sample category re-classification of the training
data set (discrimination model calculation), in the leave-one-out validation and using
the test data set

Way of classification Software KNNa QDA LDA

Year
Model (72 samples) SPSS – 97.2 95.8
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ranked amongst the first seven selected variables, which confirm
the ANN results. It is also clear that terpenes are not amongst the
influential variables for wine classification according to producer
or vintage. The first terpene compound in the mentioned classifica-
tions is ranked as the eighth and the ninth, respectively. Ester and
alcohol compounds play a large role for the two remaining classi-
fication types. Considering best eight variables for the producer
classification, they contain four esters (first two ranks), three alco-
hols and the only used acid. With regard to vintage, the most influ-
ential variables are alcohols (first four ranks), then two esters and
the mentioned acid. Also these results are in very good accordance
with the ANN results. The most important variable for all per-
formed classifications is 1-hexanol (v22). The following four vari-
ables are very useful at the same time for two kinds of
classification – by producer and vintage: 1-hexanol (v22), (E)-2-
hexen-1-ol (v4), ethylhexanoate (v1), and diethyl succinate (v23).

3.5. Success in classification by ANN after feature selection

Based on a successfully performed feature selection, which was
found to be in very good accordance with the ANOVA results, we
have used the best seven variables for training the new ANN with
the seven input and three output neurons. Calculations for the fac-
tors variety and vintage, followed by the leave-one-out validation
were performed in the same way as described above. The optimum
network architecture 7-3-3 was found according to the root mean
squared error in both cases; the success in classification was much
improved compared to the ANN results received with all 19 vari-
ables at the input (Table 4). However, no such improvement was
found for the factor producer where the analogous 7-3-4 network
was first examined (due to four classes at the output). With three
added variables, a new network with 10 input neurons was trained
and subsequently validated by the leave-one-out method. The
achieved results were substantially better. Finally, the best classi-
fication was found for the 7-4-4 network. It is important to note
that the selection of the optimum network architecture was made
using all wine samples even though in the leave-one-out procedure
one sample was always omitted. The results contained in Table 4
exhibit a 100% or a near 100% classification success for all three
classification criteria (factors) when the best performing seven
variables and the optimally created and trained neural network
were used. About the same classification success was found for
all training sets.

3.6. Classification of wine samples using enlarged set of data

When working with neural networks there exists a problem of
overfitting, the consequence of it is a weak prediction ability of the
Table 4
Success in the classification of white wines using the ANN, best variables and
optimally created networks

Factora AN network Successb (%) ni
c

Variety 19-2-3 69.4 11
7-3-3 100.0 0

Producer 19-2-4 69.4 11
10-2-4 94.4 2
7-4-4 97.2 1

Vintage 19-2-3 80.6 7
7-3-3 100.0 0

a Classification criterion.
b Success in classification by the leave-one-out algorithm; it is given by the

number of correctly classified samples divided by the total 36 samples.
c ni represents the number of the incorrectly classified samples in the leave-one-

out validation.
used network even though the training set performance is excel-
lent. The best solution of this problem is using a special validation
set of data, in which several samples are taken from each class. Of
course, these samples are not included in the training set.

Since the hitherto mentioned results dealt with a dataset con-
taining very few samples the second, enlarged data set was also
studied, in which two samples of each of three varieties, five pro-
ducers and three vintages were taken. Due to absence of three
samples altogether 87 samples were analysed and classified. This
set was divided into the training set of 72 samples and the test
SAS 94.4 100.0 95.8
Leave-1-out (87 samples) SPSS – – 90.8

SAS 88.5 89.7 90.8
Test set (15 samples) SPSS – 93.3 93.3

SAS 86.7 93.3 86.7

Producers
Model (72 samples) SPSS – 98.6 93.1

SAS 90.3 100.0 93.1
Leave-1-out (87 samples) SPSS – – 83.9

SAS 87.4 87.4 78.2
Test set (15 samples) SPSS – 93.3 93.3

SAS 86.7 93.3 93.3

Variety
Model (72 samples) SPSS – 81.9 84.7

SAS 81.9 100.0 84.7
Leave-1-out (87 samples) SPSS – – 65.5

SAS 62.1 89.7 65.5
Test set (15 samples) SPSS – 53.3 53.3

SAS 66.7 73.3 53.3

a Five neighbours were used.
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set of 15 samples, where each variety, producer and vintage were
equally represented, as shown in the left part of Table 5.

The ANN performance was calculated for all three classification
criteria, as shown in the right part of Table 5 together with the
optimised network and the optimised set of variables selected by
Intelligent Problem Solver in Trajan software. It is noteworthy that
the use of a complete set of variables is less successful and elimi-
nation of insignificant variables is very useful. Under the men-
tioned conditions the classification of 15 test samples was very
good; a 100% success was obtained for vintage and producer and
93.3% for variety.

Confrontation of the ANN results with three methods of dis-
criminant analysis is possible by comparing the results shown in
Tables 5 and 6. Two parametric methods – linear (LDA) and qua-
dratic (QDA) discriminant analyses were used there together with
the nonparametric Kth nearest neighbour method (KNN). It is obvi-
ous that the ANN results are the best even though also LDA, QDA
and KNN results are very good in particular cases except classifica-
tion by variety.

4. Conclusions

It has been demonstrated that artificial neural network can be a
very useful tool for the classification of wines. It has been found
that the success of classification increases when instead of original
19 or 20 variables a smaller set of optimally selected variables is
used. This fact is explainable by improving the signal-to-noise ratio
and reducing the effect of overfitting in the ANN model. The opti-
mal variable selection was performed by the backward selection
procedure. The selected white wines of different vintage can be
classified with the prediction success of 100%. For the criterion pro-
ducer the classification performance of 97.2% was found for the
first data set by leave-one-out validation and 100% for the second
data set by using 15 test data. For the criterion variety the classifi-
cation performance of 100% was found for the first data set by
leave-one-out validation and 93.3% for the second data set by using
15 test data. The ANOVA results, independent of the variable corre-
lations, can be complementarily used with the ANN results. The
ranks of the most influential variables for all performed kinds of
classification by both techniques were in very good accordance.
The most important compounds for white wine classes differenti-
ation are (1) a-terpineol for the variety classification (first rank in
the ANN as well as ANOVA), (2) diethyl succinate (first rank in the
ANN and ANOVA) for the classification by producer, (3) 1-hexanol
(the second in the ANN and the first in ANOVA) and (E)-3-hexen-1-
ol (the first in the ANN and the third in ANOVA) for the classifica-
tion by vintage.
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Havel, J., Peňa, E. M., Rojas-Hernández, A., Doucet, J.-P., & Panaye, A. (1998). Neural
networks for optimization of high-performance capillary zone electrophoresis
methods. A new method using a combination of experimental design and
artificial neural networks. Journal of Chromatography, 793, 317–329.

Havliš, J., Madden, J. E., Revilla, A. L., & Havel, J. (2001). High-performance liquid
chromatographic determination of deoxycytidine monophosphate and
methyldeoxy-cytidine monophosphate for DNA demethylation monitoring:
Experimental design and artificial neural networks optimisation. Journal of
Chromatography B, 755, 185–194.

Jennings, W., & Shibamoto, T. (1980). Qualitative analysis of flavour and fragrance
volatile by glass capillary gas chromatography. New York: Academic Press.

Khattree, R., & Naik, D. N. (2000). Multivariate data reduction and discrimination.
Cary, North Carolina: SAS Institute.

Kondjoyan, N., & Berdagué, J. L. (1996). A compilation of relative retention indices
for the analysis of aromatic compounds. INRA de THEIX, Genes Campanelle.
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